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In traditional approaches to multivariate nonparametric regression the focus is on the estimation of a
single optimal bandwidth matrix. An alternative approach which has gained increased attention in the
statistics community is based on scale-space theory from computer vision, which takes into consideration
a family of smooths. The intuition behind the latter approach is that different levels of smoothness reveal
different, potentially significant features about the data. While in the multivariate case much work has been
done in determining feature significance (such as local extrema), little work has been done on how to select
a sensible family of smooths. In this talk we present the GS3 R package which provides an implementation
of a novel approach for finding such a family in the multivariate nonparametric regression setting based on
the rodeo algorithm. This methodology, which we will refer to as Generalized Significance in Scale Space (or
GS3) is motivated by and applied to the estimation of aerosol extinction in the atmosphere and hyperspectral
medical imaging.
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